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OpenAI buzz (Nov 2022+)

How the tech behind ChatGPT could change the world—an 

updated episode from our archive | The Economist

Microsoft Bets Big on the Creator of ChatGPT in Race to 

Dominate A.I. - The New York Times (nytimes.com)

OpenAI’s ChatGPT is a fascinating glimpse into the scary power of 

AI - Vox

dall-e | TechCrunch

A.I. Can Now Write Its Own Computer Code. That’s Good News for Humans. - The New York 

Times (nytimes.com)

ChatGPT Is a Tipping Point for AI (hbr.org)

https://www.economist.com/podcasts/2022/12/27/how-the-tech-behind-chatgpt-could-change-the-world-an-updated-episode-from-our-archive
https://www.economist.com/podcasts/2022/12/27/how-the-tech-behind-chatgpt-could-change-the-world-an-updated-episode-from-our-archive
https://www.nytimes.com/2023/01/12/technology/microsoft-openai-chatgpt.html
https://www.nytimes.com/2023/01/12/technology/microsoft-openai-chatgpt.html
https://www.vox.com/future-perfect/2022/12/15/23509014/chatgpt-artificial-intelligence-openai-language-models-ai-risk-google
https://www.vox.com/future-perfect/2022/12/15/23509014/chatgpt-artificial-intelligence-openai-language-models-ai-risk-google
https://techcrunch.com/2022/04/06/openais-new-dall-e-model-draws-anything-but-bigger-better-and-faster-than-before/
https://www.nytimes.com/2021/09/09/technology/codex-artificial-intelligence-coding.html
https://www.nytimes.com/2021/09/09/technology/codex-artificial-intelligence-coding.html
https://hbr.org/2022/12/chatgpt-is-a-tipping-point-for-ai


Microsoft’s year of new product releases



Flood of Concerning News

ChatGPT Is Banned in Italy Over Privacy Concerns - The New York Times (nytimes.com)

Samsung finds data leak due to 
use of ChatGPT: Korean media - 
CGTN

https://www.nytimes.com/2023/03/31/technology/chatgpt-italy-ban.html#:~:text=Italy%E2%80%99s%20data%20protection%20authority%20said%20OpenAI%2C%20the%20California,ban%20ChatGPT%20as%20a%20result%20of%20privacy%20concerns.
https://news.cgtn.com/news/2023-04-03/Samsung-finds-data-leak-due-to-use-of-ChatGPT-Korean-media-1iHSzPcMDEk/index.html
https://news.cgtn.com/news/2023-04-03/Samsung-finds-data-leak-due-to-use-of-ChatGPT-Korean-media-1iHSzPcMDEk/index.html
https://news.cgtn.com/news/2023-04-03/Samsung-finds-data-leak-due-to-use-of-ChatGPT-Korean-media-1iHSzPcMDEk/index.html


Old News

ChatGPT vs. Jasper: How It's Different from Jasper Chat

For First Time, Microsoft Integrating GPT-3 Into Its Software (enterpriseai.news)

https://www.jasper.ai/blog/what-is-chatgpt
https://www.enterpriseai.news/2021/05/25/for-first-time-microsoft-integrating-gpt-3-into-its-software/#:~:text=The%20news%2C%20which%20was%20announced%20May%2025%20%28Tuesday%29,one%20of%20its%20own%20applications%20aimed%20at%20customers.




Learn from those Blazing the Trail



What are your questions? 
(ALL questions are fair game)

• What is the relationship between OpenAI and Microsoft?
• What is the difference between ChatGPT, GPT-3.5, GPT-4, LLMs, etc?
• What exactly is ChatGPT and all the ways the word is now used?
• Understand the difference in terminology (Foundation Models, LLMs, Generative AI, 

GPT, etc)
• Are all of the software pointing to the same underlying model?
• Is there a difference between Microsoft’s model and OpenAI’s?
• What are the risks inherent in the LLM when starting to use it?
• How can you trust the output if there are hallucinations?
• What if it starts to replicate itself and get out of control of humans?



Speaker Perspective

On the AI breakthrough:

• This really is a breakthrough, not an increment

• The domain introduces many new concepts

• Our vocabulary has stretched and is evolving to describe the technology and how to use it

• This causes some confusion

• AI is real, capable and can be put-to-use today

• *Very few* people know how to use it well

• Many “AI Tourists” are flooding the field. 

• Sensationalized media stories are just that, but help us understand what to govern

• What goes in, where it goes, what comes out matters.

• Responsible AI is a must
• AI requires a human in the middle at this stage.

• AI will eventually change the life of every knowledge worker and consumer on the planet

• This is different than anything we’ve seen before, and we all continue learning

• Identify the experts. Follow the experts. Use discernment in non-research papers headlines.



Emerging Vocabulary

Transformers 

Foundation Model

Large Language Model

Generative AI

Grounding

Responsible AI

Fine Tuning

Embeddings

Vector Database

Prompts

Prompt Engineering

Hallucinations

Predictive

Weights

Parameters

Token

Chunking

General AI

Reinforcement 

Learning

Human Reinforcement 

Learning (HRL)

Large Multimodal 

Model (LMM)

Synthetic Media 

(watermarks)



Who is OpenAI? - Want to go deeper…

OpenAI-Microsoft Partnership Explained
Business / By Gennaro Cuofano / February 2, 2023

OpenAI-Microsoft Partnership Explained 

- FourWeekMBA

https://fourweekmba.com/category/business/
https://fourweekmba.com/author/thefourweekmbateam/
https://fourweekmba.com/openai-microsoft/
https://fourweekmba.com/openai-microsoft/


Putting the “G” (Generative) in GPT



Brief history of AI

Artificial Intelligence
1956

Artificial Intelligence
the field of computer science that seeks to create 

intelligent machines that can replicate or exceed 

human intelligence

Machine Learning

1997
Machine Learning
subset of AI that enables machines to learn from 

existing data and improve upon that data to make 

decisions or predictions

Deep Learning

2017

Deep Learning
a machine learning technique in which layers of 

neural networks are used to process data and 

make decisions

Generative AI 2021
Generative AI
Create new written, visual, and auditory content 

given prompts or existing data.

^ ^



Object & speech recognition
Human parity

Reading comprehension & machine translation
Human parity

General language understanding
Human parity

Turing-NLG language models

Image captioning
Human parity

Commonsense Question Answering
Human parity

Natural Language Understanding
Human parity

First AI supercomputer

Exclusive license for OpenAI GPT-3 models

Azure OpenAI Service preview

GitHub Copilot general availability

Key Microsoft AI 
breakthroughs

2016

2018

2020

2021

2022



Microsoft AI 
innovation in 

2023

January  Azure OpenAI Service becomes generally available

 Microsoft extends our partnership with OpenAI

February  Teams Premium with GPT becomes generally available

 Viva Sales adds generative AI capabilities 

 Microsoft announces the new Bing and Edge

 Microsoft announces Bing momentum and Skype Copilot

 Windows 11 updates bring AI-powered Bing to the taskbar

March  LinkedIn introduces collaborative articles

 Microsoft introduces Dynamics 365 Copilot 

 Florence comes to Azure Cognitive Services for Vision 

 Azure OpenAI Service adds ChatGPT capabilities 

 Microsoft announces powerful new virtual machines 

 LinkedIn adds new AI-powered capabilities 

 Microsoft introduces Microsoft 365 Copilot

 Microsoft introduces Copilot for Power Platform

 Nuance introduces DAX Express

 Azure OpenAI Service adds GPT-4

 Bing Image Creator comes to the new Bing

 GitHub introduces GitHub Copilot X

 Microsoft introduces Microsoft Security Copilot



Models and platform roadmap

GPT-3

Models

+

OpenAI API

June 2020

Customize

models

(Fine-tuning)

June 2021

Azure OpenAI 

Private preview

Nov 2021Sept 2021

GitHub 

Copilot

on Azure 

OpenAI 

Codex

models 

Aug 2021

Embeddings  

& Instruction 

Following 

Models

March 2022

DALL-E and

CLIP models 

Jan 2021

New Bing

Azure OpenAI 

Service GA

April 2021

LoRA

Efficient 

Fine-tuning

October 2022

December 2022

Text-davinci-003

(ChatGPT like model)

Early 2023

DALL*E 2       

Private Preview

Q1 2023

ChatGPT interface 

released by OpenAI

November 2022

Azure OpenAI

Public preview

Codex Fine Tuning

Feb 2023
Microsoft Codex based 

solutions for sale in 2021



Putting the “P” (Pretrained) in GPT



INDIVIDAL MODEL 

(DISJOINTLY) 

TRAINING DATA

(w/ ANNOTATION) 

Classification 
Model

Classification

Flower

SentimentsTopicsEntitiesAction 

Recognition

Playing Soccer

Object Tracking

Tagging 
Services

Spatial Analysis Services
Accessibility 

Services
Spatial 

Presenter
Azure Search, 
Video Indexer

Tagging data

Object Detection

Eagle
Eagle

Detection 
Model

Detection data

Tracking 
Model

Tracking data

Action 
Model

Action data

Entity 
Recognition

Entity data

Topic 
Classification

Topic data

Sentiment 
Analysis

Sentiment data

TASKS

DEPLOYMENTS

Traditional model development
High cost & slow deployment - Each service is trained disjointly



Putting the “T” (Transformers) in GPT



Foundation Models



Foundation Models

What hardware are you using to run this? Your own PC? Who is managing the building? The hardware? 

The chip sets? The stability? What are the processing limitations for training and for calling the model?



Trained on a massive corpus of language. 

Language is converted into vectors.
 
 Lion – Cat – Dandelion

In simplistic terms, the models understand 
language by looking at a word or phrase, its 
surrounding words or phrases, and the position 
in the body of text. 

It assigns mathematical values that can be 
plotted on a multidimensional plane based on 
this word/phrase analysis, or vectors.

Introducing text and code embeddings (openai.com)

Large Language Models and Embeddings

https://openai.com/blog/introducing-text-and-code-embeddings


Learn on your own

Large Language Models from scratch (Steve 

Seltz | Graphics in 5 minutes: 

https://youtu.be/lnA9DMvHtfI 

Large Language Models: Part 2 (Graphics in 

5 minutes) 

https://youtu.be/YDiSFS-yHwk 

https://youtu.be/lnA9DMvHtfI
https://youtu.be/YDiSFS-yHwk


Transparency in the Research Process

 Generative Pretraining from Pixels (openai.com)

https://cdn.openai.com/papers/Generative_Pretraining_from_Pixels_V2.pdf


How Images progress though different models, training

Image GPT (openai.com)

https://openai.com/research/image-gpt#experimental-results


Early model Generative AI (GPT 2). 

Close, but not quite

--June 17, 2020

Recently, it has seen incredible 

success in language, as 

transformer2 models like 

BERT,3 GPT-2,4 RoBERTa,5 T5,6 and 

other variants7,8,9,10 have achieved 

top performance on a wide array of 

language tasks. However, the same 

broad class of models has not been 

successful in producing strong 

features for image 

classification.11 Our work aims to 

understand and bridge this gap.

https://openai.com/research/image-gpt#fn-2
https://openai.com/research/image-gpt#fn-3
https://openai.com/research/image-gpt#fn-4
https://openai.com/research/image-gpt#fn-5
https://openai.com/research/image-gpt#fn-6
https://openai.com/research/image-gpt#fn-7
https://openai.com/research/image-gpt#fn-8
https://openai.com/research/image-gpt#fn-9
https://openai.com/research/image-gpt#fn-10
https://openai.com/research/image-gpt#fn-11


OpenAI Research Blog Microsoft Research Blog



Size, speed, training material matters
Does everyone have one?
There is no going back

Large Language Models (LLMs)



340M
BERT-Large | 2018

17B
Turing-NLG | 2020

Large Language Foundation models



340M
BERT-Large | 2018

17B
Turing-NLG | 2020

175B
GPT-3 | 2020



340M
BERT-Large | 2018

17B
Turing-NLG | 2020

175B
GPT-3 | 2020

530B
Megatron-Turing 

NLG | 2021



What is ChatGPT?



Fine-Tune

Transfer Learning
(Supervised Learning)

Gradient Update

Domain Data

Custom Fine-Tuned 
Domain Model

InstructGPT
DaVinci-002

Conversation Text

InstructGPT
DaVinci-003

OpenAI Labeler

Feedback
Loop

Reward Model

ChatGPT

Public

Reinforcement 
Learning

Interface

GPT 3.5 Model Ecosystem

This is ChatGPT

1.5B Parameters

ChatGPT by OpenAI– Conceptual Overview

Human partnership with 
reinforcement learning.

ChatGPT as based on GPT-3.5, but works within even stricter guardrails, an early prototype of 

AI alignment with human values by forcing it to comply with many rules.  (As of April 2023)

This is 

“ChatGPT” 

by OpenAI
GPT-3 Family
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Remember Jasper?



Interface

End 
Product

Producing a product from LLM



What is Microsoft’s Azure OpenAI Service?

What is Microsoft’s Bing Chat?



Interface

End 
Product

Producing a product from Enterprise Grade LLM

Grounding
Enterprise Grade 

Services
Private networking

Regional availability

Responsible AI content 

filtering

Fine-tuning

Virtual network support

Managed identity

Content Filtering and 
Abuse Monitoring Secret Sauce



Bing Chat



Ask Bing… How can Generative AI be applied to IT Operations

 Data analysis: Generative AI can help analyze large 

amounts of data and generate insights, reports, or 

visualizations. For example, generative AI can create 

natural language summaries of complex data sets1.

 Workflow optimization: Generative AI can help 

optimize IT workflows by automating tasks, finding 

bottlenecks, or suggesting improvements. For example, 

generative AI can generate optimal schedules, 

workflows, or resource allocations1.

 Technical assistance: Generative AI can help 

provide technical assistance to IT staff or customers by 

generating solutions, answers, or recommendations. 

For example, generative AI can generate code snippets, 

documentation, or troubleshooting steps2.

 Automating repetitive business tasks: 
Generative AI can help automate repetitive business 

tasks such as compliance assurance, data integrity, or 

quality control. For example, generative AI can 

generate audit reports, data validation rules, or test 

cases1.

• Risk assessment and management: Generative AI 

can help assess and manage IT risks by generating 

scenarios, simulations, or predictions. For example, 

generative AI can generate cyberattack scenarios, 

system performance simulations, or demand forecasts1.

• Generating IT architecture: Generative AI can help 

generate IT architecture for more efficient, scalable, and 

resilient systems. For example, generative AI can generate 

cloud infrastructure designs, network configurations, or security 

policies1.

https://mediag.com/blog/harnessing-the-power-of-generative-ai-unlocking-the-potential-in-business-operations/
https://mediag.com/blog/harnessing-the-power-of-generative-ai-unlocking-the-potential-in-business-operations/
https://mediag.com/blog/harnessing-the-power-of-generative-ai-unlocking-the-potential-in-business-operations/
https://mediag.com/blog/harnessing-the-power-of-generative-ai-unlocking-the-potential-in-business-operations/
https://mediag.com/blog/harnessing-the-power-of-generative-ai-unlocking-the-potential-in-business-operations/
https://www.forbes.com/sites/forbestechcouncil/2023/07/27/preparing-for-ai-enabled-it-services-adopting-generative-ai/
https://www.forbes.com/sites/forbestechcouncil/2023/07/27/preparing-for-ai-enabled-it-services-adopting-generative-ai/
about:blank
about:blank
about:blank
https://mediag.com/blog/harnessing-the-power-of-generative-ai-unlocking-the-potential-in-business-operations/
about:blank
about:blank
about:blank
https://mediag.com/blog/harnessing-the-power-of-generative-ai-unlocking-the-potential-in-business-operations/
about:blank
about:blank
about:blank
https://mediag.com/blog/harnessing-the-power-of-generative-ai-unlocking-the-potential-in-business-operations/


I didn’t Ask Bing… but it continued

Generative AI is a powerful and promising technology 

that can transform IT operations. However, it also requires 

careful preparation and management to ensure its 

positive and responsible use. Some of the challenges and 

risks of generative AI include:

• Data quality and privacy: Generative AI relies on 

large amounts of data to train and fine-tune its models. 

Therefore, it is important to ensure the data is accurate, 

relevant, and secure. Data quality and privacy issues can 

affect the performance and trustworthiness of 

generative AI models2.

• Ethical and social implications: Generative AI can 

create realistic and convincing content that may be 

hard to distinguish from human-generated content. 

Therefore, it is important to consider the ethical and 

social implications of generative AI applications. Ethical 

and social issues include the potential for misuse, 

abuse, or manipulation of generative AI content2.

• Human oversight and collaboration: 
Generative AI is not a replacement for human 

intelligence or creativity. Therefore, it is important to 

have human oversight and collaboration in generative 

AI applications. Human oversight and collaboration can 

help ensure the quality, safety, and accountability of 

generative AI outputs2.

 I hope this answer helps you understand how 

generative AI is being used in IT operations. Do 

you have any other questions? 😊

about:blank
about:blank
about:blank
https://www.forbes.com/sites/forbestechcouncil/2023/07/27/preparing-for-ai-enabled-it-services-adopting-generative-ai/
about:blank
about:blank
about:blank
https://www.forbes.com/sites/forbestechcouncil/2023/07/27/preparing-for-ai-enabled-it-services-adopting-generative-ai/
about:blank
about:blank
about:blank
https://www.forbes.com/sites/forbestechcouncil/2023/07/27/preparing-for-ai-enabled-it-services-adopting-generative-ai/


What is Microsoft’s Copilot?



Interface

Microsoft 
Copilot

Enterprise Grade 

Services
Private networking

Regional availability

Responsible AI content 

filtering

Fine-tuning

Virtual network support

Managed identity



What is Everyone Else’s Generative AI?
Good question. That’s what you should be asking.



[…] at Your Company

…Azure OpenAI Services (AOAI Services)…

…ChatGPT technology…

…Copilot…

…Generative AI…

…LLMs…



Interface

End 
Product

Producing a product from LLM



Task Specific

SaaS

Copilot SaaS

Person 

Specific???

Build with 

Enterprise 

Copilot

Train your 

own model

IaaS 

AI 

Supercomputers

Build with 

OpenAI

Build with 

Microsoft Azure 

OpenAI Services

AI on the spectrum



My hope:
Empower everyone to become informed and 
engaged in the continuing conversation



Thank You
Jennifer Martinez
www.linkedin.com/in/jenniferjmartinez/
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